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Abstract

Recombinant techniques are routinely used for the preparation of protein samples for structural studies including X-ray crystal-
lography. Among other beneWts, these methods allow for a vast increase in the amount of obtained protein as compared to puriWca-
tion from source tissues, ease of puriWcation when fusion proteins containing aYnity tags are used, introduction of SeMet for
phasing, and the opportunity to modify the protein to enhance its crystallizability. Protein engineering may involve removal of Xexi-
ble regions including termini and interior loops, as well as replacement of residues that aVect solubility. Moreover, modiWcation of
the protein surface to induce crystal growth may include rational engineering of surface patches that can readily mediate crystal con-
tacts. The latter approach can be used to obtain proteins of crystals recalcitrant to crystallization or to obtain well-diVracting crystals
in lieu of wild-type crystals yielding data to limited resolution. This review discusses recent advances in the Weld and describes a num-
ber of examples of diverse protein engineering techniques used in crystallographic investigations.
 2004 Elsevier Inc. All rights reserved.
1. Introduction

Crystallization is the key limiting step in macromolec-
ular X-ray diVraction analysis, ironically more so today
than during the few decades after J.D. Bernal and D.
Hodgkin recorded the Wrst X-ray diVraction from a pro-
tein crystal [1]. The legacy of Sumner, Northrop, and
other pioneers of protein biochemistry, who crystallized
a multitude of enzymes during the 1920s and 1930s, kept
the crystallographers busy for much of the subsequent
half-century. Hemoglobin, pepsin, insulin, lysozyme, and
many other early targets of X-ray analysis had all been
crystallized well before full structural analysis became
technically possible, and the availability of crystals was
not an issue. However, as the number of crystal struc-
tures tackled by crystallographers escalated in the early
1980s, it became obvious that the prospects for progress
are dramatically limited by the availability of target pro-
teins, and—more importantly—by their propensity to

¤ Fax: 1-804-982-1616.
E-mail address: zsd4n@virginia.edu.
1046-2023/$ - see front matter   2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.ymeth.2004.03.024
form good quality diVracting crystals. Protein crystallog-
raphers no longer had the luxury of picking up the next
available crystal from the shelf. As there was no way to
predict crystallization conditions, and no way to alter
the nature of the puriWed protein—except, perhaps for
the level of purity—the only way to crystallize a protein
was to screen a wide range of possible conditions. Some
of the ideas that even today constitute the core of high-
throughput crystallization screens, such as the incom-
plete factorial method, date from that period [2].

With ineYcient and labor-intensive puriWcation pro-
tocols, and uncertain prospects for crystallization, only
the most abundant and stable medium-size proteins,
such as those found in bodily Xuids or muscle, were con-
sidered to be feasible targets. The whole Weld might have
stalled prematurely, had it not been for the advent of
contemporary recombinant methods and heterologous
overexpression. Shortly after the Wrst successful expres-
sion of recombinant proteins in Escherichia coli, including
insulin [3] and somatostatin [4], protein crystallogra-
phers turned to recombinant methods as the means to
obtain samples for crystallization. Among the very Wrst
proteins crystallized using recombinant samples were
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insulin [5], human leukocyte interferon A [6,7], murine
interferon-� [8], and eglin C [9],

With the dawn of recombinant methods, modiWcation
of protein and using protein as another variable in the
crystallization experiments became also possible. Prior
to that point, the only way to use the protein as a vari-
able was to screen homologues from various species. The
concept was originally used by Kendrew [10] in his origi-
nal selection of sperm whale myoglobin as a target for
X-ray analysis. Later on, Campbell et al. [11] reiterated
the idea and suggested screening of various species as a
routine tool in search for a crystallizable protein homo-
logue. The approach has been successfully used in many
studies, and is still often exploited in membrane protein
crystallography, where Wnding a suitable and crystalliz-
able variant of the target molecule is even more of a
challenge.

In spite of its obvious advantages, homologue screen-
ing is cumbersome, and not useful if a speciWc structure
is needed. In contrast, recombinant methods oVer a
range of possibilities for modifying the target protein to
help in the expression, puriWcation, and crystallization.
As a consequence, most protein crystallography groups
have incorporated molecular biology techniques into
their standard arsenal of methodologies, and often
invest much more time at the bench producing the pro-
tein and crystallizing it, than solving the structure once
crystals are in hand.

The aim of this review is to provide the reader with an
overview of the contemporary protein engineering
approaches used in a protein crystallography laboratory
to facilitate the preparation of high-quality crystals. The
subject is broad, and a truly comprehensive review is not
possible within the limitations of this chapter. Thus, we
highlight the selected important aspects and provide rep-
resentative examples of case applications for globular
proteins. Particular attention is given to the advances in
crystallization enhancement via surface mutagenesis. We
do not discuss protein engineering of membrane proteins,
as the options there are very limited due to the much less
advanced stage of heterologous overexpression.

2. Use of recombinant proteins in crystallization

The advantages of using recombinant proteins for
crystallization typically include, among others, a dra-
matic increase in the yield of protein, ease of puriWcation
using aYnity tags and fusion proteins, possibility of pro-
tein modiWcation or use of isolated domains, and ease of
labeling with SeMet for phasing purposes. A survey of
crystallographic studies published last year in high-
impact journals (excluding membrane proteins) indi-
cates that over 90% of crystal structures are based on
recombinant material (Bielnicki, J., Janda, I., Derew-
enda, Z.S., unpublished).
Bacteria, and in particular E. coli, are preferred as
protein producers for biophysical studies [12]. It is the
best characterized host with a diversity of strains for spe-
ciWc applications, such as expression of proteins with
non-optimal codon bias, protease-deWcient strains,
strains containing chaperones for enhanced folding, etc
[13]. Other advantages include ease of handling com-
pared to eukaryotic cell cultures, multitude of vectors for
expression of numerous fusion proteins, and overall low
cost. However, in spite of these advantages, not all pro-
teins of interest will be expressed with an adequate yield,
in a properly folded soluble form, or at all.

A simple method to increase the yield of protein pro-
duction is to increase the culture density from the typical
OD of 0.6–2.0 or higher. Very high density can be
achieved using disposable 2-L plastic bottles, which get
well aerated in shakers and which also minimize the
overall eVort by disposing with sterilization [14]. The
media composition may also be altered and both mini-
mal media and rich media have been shown to be advan-
tageous in speciWc cases. To further increase the yield for
those proteins for which expression levels are particu-
larly low, it is necessary to resort to fermentors, although
the optimization of large-scale expression is often a sig-
niWcant eVort in itself [15].

Protein aggregation and inclusion body formation are
often a problem [16]. To monitor the solubility of the
expressed protein, one can use a fusion with a down-
stream located GFP (green Xuorescent protein). Under
those circumstances, increase in Xuorescence indicates
proper folding of the target protein and can be used as a
diagnostic [17]. If the target protein expresses well, but
goes into inclusion bodies, the diYculties can often be
resolved using a number of alternative strategies. The
simplest remedy is to lower the IPTG inducer concentra-
tion to »0.2 mM and reduce the post-induction tempera-
ture [18], so that the translation machinery slows down
allowing the polypeptide chain enough time to fold. For
example, reduction of the temperature from the typical
30–37 °C to 25 °C resulted in a 2-fold increase in the sol-
uble fraction of apoglobin in E. coli [19]. A similar result
was obtained for the phage K11 RNA polymerase,
which required a temperature of 25 °C for proper folding
and solubility [20]. In the case of the hepatitis C virus
NS3 serine protease, maximum solubility was achieved
when the temperature was dropped to 15 °C [21]. In our
laboratory, we routinely bring the temperature to 10 °C
with very good results (Derewenda, U., unpublished).

If the temperature does not help, it may be necessary
to use an E. coli strain co-expressing molecular chaper-
ones belonging to the DnaK–DnaJ–GrpE and GroEL–
GroES systems [22]. The 50 kDa E. coli trigger factor, a
peptidyl-prolyl cis/trans isomerase, can also signiWcantly
help to prevent protein aggregation, with or without the
assistance of chaperones [23]. Finally, it should not be
forgotten that some carrier proteins used in fusion
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constructs for expression (see below) signiWcantly
increase the amount of folded, soluble protein in expres-
sion experiments.

Low expression levels in E. coli may be caused by the
presence of rare codons within the target gene [24]. This
can be dealt with in two ways. The Wrst option is to use
strains adjusted with additional copies of rare tRNA
genes. Among the most popular are BL21(DE3)RIL
cells containing extra copies of argU, ileY, and leuW
genes, and the RP variant of the same strain which con-
tains extra copies of the argU and proL tRNA to over-
come expression problems of genes containing either
AGG/AGA or CCC codons in CG-rich genes [25]. In
some cases, the yield of recombinant protein obtained
using these cells can be over 100 times more than using
conventional BL21(DE3) cells [26]. The second option is
to use wholly or partly synthetic genes, with optimized
codons. For example, in the case of the gene encoding
the herpes simplex virus 1 protease the use of a synthetic
gene with optimized codon usage leads to a 20-fold
increase in the expression yield [27].

Interestingly, rare codons may not always be the rea-
son behind low expression related to the cDNA
sequence. In their studies of the poorly expressing S1
dehydrofolate reductase (DHFR), Dale et al. [28] found
that the replacement of all rare codons in the Wrst 66
bases did little to help expression. However, replacement
of the N-terminal 18 out of 22 amino acids by the corre-
sponding codons from the SaDHFR, which is 80% to
the type S1 enzyme, led to a dramatic increase in expres-
sion levels. It is possible that subtle issues involving
RNA secondary structure are at play.

Finally, increasing intrinsic protein solubility via pro-
tein mutagenesis of surface residues (see below) can also
signiWcantly boost expression levels and yields. For
example, four diVerent mutations of interferon-�
increased the relative amount of the protein in the solu-
ble fraction by 1-fold [29]. A similar result was reported
for the S1 DHFR, as we discuss below [28].

In spite of all the available options, many eukary-
otic proteins cannot be produced in bacterial hosts
due to a multitude of factors, including but not limited
to diverse post-translational modiWcations. The solu-
tion is to use more labor-intensive and time-consum-
ing eukaryotic hosts such as insect cells, baker's yeast,
Pichia pastoris or CHO (Chinese hamster ovary) cells.
These systems are signiWcantly more labor-intensive,
and a limited scope of this review precludes their
detailed presentation.

Finally, progress is being made on cell-free systems
for large-scale protein production [30]. Although at the
time when this review was written, these systems did
not yet constitute an alternative. Due in part to a very
high cost, they are expected—when optimized—to rev-
olutionize the Weld in the possibly not too distant
future.
3. The use of fusion proteins for expression and
puriWcation

Our literature survey indicated that approximately
75% of proteins for crystallization are expressed as
fusion constructs [31] using a number of small proteins
and tags for aYnity puriWcation as well as for solubility
enhancement. A wide choice of systems is available for
bacterial hosts, and a smaller but ever expanding selec-
tion is available for eukaryotic cells. Among the fusion
partners particularly popular among structural biolo-
gists are the hexaHis tag [32], GST (glutathione-S-trans-
ferase) [33], and MBP (maltose-binding protein) [34].
Some of the less commonly used include thioredoxin
[35], Z-domain from protein A [36], NusA [37] GB1-
domain from protein G [38], and a number of others [13].
None of the tags is universally superior, and often paral-
lel expression experiments determine what the best strat-
egy is. Families of vectors allowing for parallel assays of
this kind have been developed [39,40].

A survey of recent crystallographic studies reveals
that nearly 60% used one of the several incarnations of
the polyHis tag, making it by far the Wrst choice among
crystallographers. The popularity is due to the relative
simplicity of Ni-aYnity chromatography and the fact
that the tag itself need not necessarily pose a major
obstacle in crystallization trials. While some groups
advocate the need to remove proteolytically the tag prior
to crystallization, others argue against it or use a two-
tier screening process whereby the Wrst screen uses
tagged proteins, and the second screen is performed after
tag removal only for those proteins that failed to crystal-
lize during the Wrst attempt. Many examples of proteins
crystallized with the His-tag left intact are reported in
the literature. The His-tag works well with soluble, small
to medium size proteins, but is known in many cases to
lower the solubility. Interestingly, a comparative study
of several N-terminal fusion tags and 32 human proteins
revealed that most protein tags are superior to the hexaHis
tag with respect to conferring solubility, and two—thio-
redoxin and MBP (maltose-binding protein)—appear to
be particularly powerful [41]. Thus, if the His-tagged
protein is not adequately expressed as a soluble protein,
the investigator should immediately consider changing
the fusion protein.

A distant second in popularity among crystallogra-
phers as a fusion tag is GST. This tag is useful as a solu-
bility enhancer, but it also creates some problems due to
its dimeric state, and is not appropriate for expression of
homo-oligomers because of the possibility of forming
aggregates. Finally, MBP has recently received a lot of
attention due to its potential to yield soluble proteins
otherwise diYcult or impossible to express [42]. However,
MBP is not very eVective as a puriWcation tag, because
MBP-fusion proteins often fail to bind to the amylose
resin [43]. Thus, the use of supplementary aYnity tags is
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advantageous [42,44–46]. A particularly eVective combi-
nation includes a biotin acceptor peptide (BAP) on the
N-terminus of MBP and/or a hexaHis tag on the C-ter-
minus of the passenger proteins [44].

Following puriWcation of the fusion proteins, the tags
are normally removed from the protein by proteolytic
cleavage. Due to stringent requirements for homogeneity
of the protein samples going into crystallization trials,
this proteolytic cleavage is typically done using speciWc
viral proteases, such as recombinant tobacco etch virus
proteinase (rTEV) [47–50], or the recombinant human
rhinovirus 3C protease [46], also known as PreScission
protease. Other proteases, such as thrombin and Factor
X, are becoming less popular due to frequent non-spe-
ciWc secondary cleavage observed in many proteins [51].

4. Truncations and related modiWcations for crystallization

Many proteins contain highly Xexible or even com-
pletely unfolded fragments that dramatically interfere
with crystallization. This is particularly true of large
multidomain signaling proteins, in which the unstruc-
tured linker regions often account for more than 50% of
the molecule. To gain structural information about the
stable fragments of such proteins, it is necessary to iso-
late them in pure form. This can be accomplished in
three ways: elimination of Xexible N- and/or C-terminal
polypeptides, removal of internal Xexible �-loops, or
extraction of individual domains from a multidomain
protein. The boundaries of folded segments used to be
identiWed almost exclusively using proteolytic digestion
followed by either mass spectrometry or chromato-
graphic analysis of the products. The method was pio-
neered with studies of antibodies [52]. This method is
still useful, and a battery of commercially available pro-
teases with diverse speciWcities is available for that pur-
pose. Limited proteolysis assisted in the crystallization
of a plethora of proteins, including the Gt� subunit of
transducin [53], and the Gt�� dimer [54]. More recently,
the eukaryotic nuclear cap-binding complex (CBP) was
crystallized after mild trypsination. This complex is a
heterodimer comprising a 790 residue-long CBP80 and a
CBP20, made up of 156 residues, and it crystallizes
poorly. Limited proteolysis resulted in the removal of
the Wrst 19 residues, as well as the 671–684 loop of
CBP80, and also of the removal of the N-terminal 21 res-
idues and an internal dipeptide 77–78 from CBP20. This
truncated complex yielded crystals diVracting to 2.0 Å
resolution [55].

In spite of its undisputed potential, limited proteolysis
may introduce heterogeneity into the samples, and for
proteins that can be overexpressed it is better to engineer
the necessary truncations at the cDNA level. Proteolysis
can provide useful guidelines, but recent advances in our
knowledge of protein domains, and in structure prediction,
allow for ab initio design of expression clones. Domain
boundaries within large proteins can be predicted with
approximately 63% success rate using sequence informa-
tion alone [56]. Biochemical and functional studies also
help to identify regions of the protein that interfere with
crystallization.

Truncations and—to a lesser extent—deletions con-
stitute the most frequently used protein engineering tool
in a contemporary crystallographic laboratory, and
there are numerous examples of this approach in the lit-
erature. For example, C-terminal truncation is a routine
way to express and crystallize cytosolic GTPases of the
Ras and Rho families. These proteins contain an
extended C-terminal which undergoes post-translational
modiWcation including prenylation or acylation of the
cysteine, proteolytic removal of the terminal tripeptide,
and Wnally carboxymethylation [57]. These modiWcations
are not carried out in E. coli, and substantially reduce
the protein's solubility. In contrast, a C-terminally trun-
cated version can be easily overexpressed in bacteria, as
was demonstrated in the case of Ras [58]. Subsequently,
the same protocol was applied to Rac1 [59], RhoA [60],
and others. Another example is the 24 kDa fragment of
the DNA gyrase B from Staphylococcus aureus. The apo-
enzyme form does not crystallize. Based on the structure
of the complex, the authors identiWed a Xexible loop
encompassing residues 105–127 and deleted it at the
level of the cDNA [61]. The modiWed protein yielded
crystals diVracting to 2.2 Å. Finally, perhaps one of the
most dramatic examples of successful protein engineer-
ing designed to obtain crystalline protein was that of the
HIV-1 gp120 glycoprotein [62]. The variant which was
crystallized in complex with the CD4 receptor and a
neutralizing human antibody had deletions of 52 and 19
residues at the N and C termini, respectively, and Gly-
Ala-Gly substitutions for 61 V1/V2 loop residues and 32
V3 loop residues, in addition to extensive deglycosyla-
tion. This construct was based on extensive limited pro-
teolysis experiments which deWned the boundaries of the
stable core [63].

5. Enhancing protein solubility by protein engineering

One of the common problems in crystallization exper-
iments is the poor solubility of the target protein. Even if
the protein is expressed predominantly in the soluble
fraction (see above), particularly if it is expressed as a
fusion protein, it may precipitate at concentrations
required for crystallization after it is cleaved from the
carrier protein. Provided that the protein is stable and
properly folded, solubility is the function of surface
hydrophobicity and can be dramatically altered by
mutational modiWcation of selected surface residues. In
the absence of a plausible model, this can be achieved by
scanning mutagenesis targeting hydrophobic residues.
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Such strategies lead to the crystallization and structure
determination of the F185K mutant of the HIV-1 integr-
ase [64,65]. Similarly, a soluble and crystallizable form of
the Moloney murine leukemia virus reverse transcriptase
was obtained using the L435K mutant [66]. If a structure
of a homologous protein is available, it can dramatically
simplify the problem by allowing for direct identiWcation
of hydrophobic residues exposed to solvent. Dale et al.
[28] followed this rational protocol in search of a more
soluble variant of a type S1 hydrofolate reductase, by
replacing exposed amide-containing side chains with
carboxylates. Of the four prepared mutants three had
elevated solubility and one easily crystallized.

An alternative, rarely used approach is to introduce a
solubilizing motif. Bianchi et al. [67] designed N- and C-
terminal tri-Lys tags for a poorly soluble (10 �M) syn-
thetic minibody protein (61-residues). They found that
either tag was able to increase the solubility by two
orders of magnitude, without aVecting the stability of
the protein. A similar eVect should be expected for a
poly-arginine variant, which could also serve as an aYn-
ity tag [68,69].

6. Removal of glycosylation sites and removal of unpaired
cysteines

Expression of proteins in eukaryotic hosts may lead
to N-glycosylation. As the glycan moieties typically
interfere with crystallization, it is advisable to remove as
many as possible. This can be accomplished by the
replacement of glycosylated asparagines with other resi-
dues, typically glutamines or aspartates. Human butyr-
ylcholinesterase is heavily N-glycosylated at nine sites,
and in its wild-type form was found to be recalcitrant to
crystallization. Nachon et al. [70] removed four out of
nine sites by replacing the modiWed Asn residues with
Gln, and obtained a stable mutant that formed high-
quality crystals diVracting to 2.0 Å resolution. Similarly,
the extracellular erythropoietin receptor was crystallized
using a N52Q mutant which removed the only glycosyla-
tion site expressed in Pichia pastoris [71]. This type of
engineering is possible provided the non-glycosylated
mutant protein folds properly. If the protein requires
glycosylation for proper folding, the expressed samples
can be deglycosylated using recombinant glycosidases
[72]. To further facilitate enzymatic deglycosylation, one
can use speciWc cell lines unable to process N-glycans
beyond the endo-H sensitive Man5GlcNAc2 [73]. This
approach helped to crystallize samples of the human co-
stimulatory molecule B7-1 [74].

Exposed, easily oxidized sulfhydryl groups constitute
another frequent source of problems leading to sample
heterogeneity or aggregation, typically associated with
non-native, intermolecular disulWde bridges. The use of
reducing agents is often ineVective, and it is better to
replace the culprit Cys residue by mutagenesis. For
example, Stover et al. [75] mutated two free cysteines in
E. coli chorismate lyase to serines, thus overcoming seri-
ous problems of protein aggregation. The mutant
yielded three high-quality crystal forms, including one
diVracting to atomic (1.1 Å) resolution. Finally, it is
worth mentioning that even in the absence of aggrega-
tion and oxidation, replacing Cys with Ser can dramati-
cally alter crystallization kinetics, as was shown in the
case of bovine �B crystallin [76].

7. The use of molecular scaVolds for protein crystallization

When the target protein fails to succumb to crystalli-
zation eVorts, one of the possible options is to use
another, easily crystallizable protein as a scaVold for the
crystal lattice. It is well established that some proteins
crystallize well as a part of a complex, but not alone.
This principle can be exploited further, even if the com-
plex at hand has no biological signiWcance, other than to
promote the crystallization of one of its components.

Potentially the simplest way to create a scaVold is to
use the aYnity tag on the target protein, in the hope that
it will generate lattice-forming interactions. This is nor-
mally very diYcult due to the intrinsic Xexibility of
fusion proteins conferred on them by the linker seg-
ments. The presence of a fusion carrier protein in the
crystal would not constitute a problem per se. On the
contrary, a stable, easily crystallizable module rich in
methionines would be very beneWcial to crystallographic
studies.

Recently, several structures of fusion proteins con-
taining MBP as an aYnity tag were successfully crystal-
lized and characterized by X-ray diVraction: the human
T cell leukemia virus I gp21 ectodomain [77]; the SarR
protein [78]; and the MATa2 homeodomain [79]. The
key to success in these cases was the use of short linkers,
such as AAA, instead of the typical oligopeptides con-
taining proteolytic sites (reviewed by Smyth et al. [80]).
In another interesting case, diVracting crystals of the
ribosomal L30 protein in fusion with MBP were
obtained without any modiWcations to the linker region
[81]. Preliminary crystallization reports have also been
published for the DNA-binding domain of a replication-
related element-binding protein DREF in fusion with
GST [82]; VanH, a D-lactate dehydrogenase in fusion
with thioredoxin [83]; and the extracellular domain of
CD38 in fusion with MBP [83].

Using fusion proteins to generate scaVolds is an inter-
esting alternative, particularly if the passenger protein is
properly folded but insoluble in the absence of the car-
rier MBP, as is often the case. An additional advantage
is that structure determination is facilitated by the fact
that the molecular replacement method can be directly
applied to native data, since an accurate model of MBP
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has been determined. In the known examples, MBP
mediates most of the crystal contacts in the crystal struc-
tures, and is without doubt responsible for the formation
of the crystal. However, so far all proteins successfully
crystallized by this method are small, and it is not known
if the method will be generally applicable to larger mole-
cules.

An alternative way to create scaVolds is to use Fab
fragments of antibodies raised against the protein of
interest, or to fuse the protein of interest to an antigen
that binds a Fab fragment [84,85]. The former approach
is ineYcient, as it requires raising antibodies and obtain-
ing recombinant Fab fragments for each target protein.
Nonetheless, it does have considerable potential in the
Weld of membrane proteins (see the Chapter by M.C.
Wiener in this volume).

8. Preparation of recombinant oligomeric complexes for
crystallographic studies

Many key physiological phenomena are regulated by
signaling cascades which involve transient oligomeric
protein complexes. Structural studies of such complexes
are of high importance as they help understand the
molecular basis of signal transduction. In the simplest
possible case, the components can be expressed sepa-
rately, and mixed prior to crystallization, as was the case
with the 53BP1 BRCT domains crystallized in complex
with the p53 tumor suppressor [86]. The complex may be
puriWed to homogeneity after the individual components
are mixed using gel Wltration chromatography, or a stoi-
chiometry mixture may alternatively be used directly.
However, in many cases the problem is much more diY-
cult, particularly if one of the components is unstable in
the unbound form. Similar problems arise when an olig-
omeric protein, such as a multisubunit enzyme complex,
is being studied.

One of the ways to overcome this problem is to co-
express the two components using independent vectors.
A study of two large multiprotein complexes, the basal
transcription factors TFIID and TFIIH, showed that
coexpression of appropriate combinations of subunits
leads to increase of solubility and stability of the pro-
teins [23]. The small GTPase ARL2 and its eVector pro-
tein, the � subunit of human cGMP phosphodiesterase
(hPDE �), were co-expressed using individual plasmids,
and the complex was puriWed by gel Wltration and suc-
cessfully crystallized; it was noted that co-expression sig-
niWcantly increased the otherwise low yield of the PDE �
expression in E. coli [87].

An alternative approach is to use polycistronic vec-
tors, which code for all the subunits within the target
complex. The glycine decarboxylase (P-protein) of Ther-
mus thermophilus, an �2�2 tetrameric complex of a
molecular mass of 200 kDa, was successfully expressed
in E. coli using a bicistronic vector based on the pET11
system; the complex was subsequently crystallized [88].
The mammalian AMP-activated protein kinase is a het-
erotrimeric complex composed of one catalytic and two
regulatory components. Successful expression was
accomplished in E. coli using a tricistronic expression
plasmid, with a polyHis tag on the catalytic subunit alone
[89]. A bicistronic vector was also a key to expression and
crystallization of the catalytic �1/�2 heterodimer of the
brain plasma-activating factor acetylhydrolase [90]. The
individually expressed subunits form tightly associated
homodimers, and no exchange of subunit occurs when
they are mixed. The only way to prepare the heterodimer
was to synthesize it in bacteria in situ, and use tempera-
ture to optimize the yield compared to the two possible
homodimers.

Finally, it is possible to use the aforementioned
method of detecting folded protein using GFP, to visual-
ize the folding of components of heterooligomeric com-
plexes [91].

9. Enhancing protein propensity for crystallization by
surface mutagenesis

In a classic study of the impact of point mutations on
the protein's surface on the propensity of the protein to
form crystals, Villafranca and co-worker [92] studied 12
single site mutants of thymidylate synthase and assessed
their behavior in crystallization screens. They reported
that the mutations dramatically aVected the protein's
solubility and its ability to crystallize, although there was
no clear correlation between the two. These observations
were subsequently corroborated by other similar studies,
including the study of nine mutants of the 24-kDa frag-
ment of the E. coli DNA gyrase B subunit [93]. More
recently, the crystallization of aspartyl-t-RNA synthase
(AspRS-1) was studied using seven mutants aVecting
intermolecular interactions [94]. It was concluded, as
expected, that crystallization is very sensitive to the
integrity of the crystal contacts.

In addition to these test studies, a number of other
proteins were reported crystallized in mutated form
when wild-type crystals were unavailable, but in most
cases by serendipity. For example, GroEL was crystal-
lized using a variant with two mutations accidentally
introduced by PCR [95,96]. Rational engineering of crys-
tal contacts is a much rarer approach. The Wrst use of
site-directed mutagenesis for crystal engineering was
reported by Lawson et al. [97] who reproduced crystal
contacts from rat L ferritin in human ferritin H-chain. A
replacement of Lys 86, found in the human sequence,
with Glu which occurs in rat, recreated a Cd2+-binding
bridge which mediates crystal contacts in the rat ortho-
logue. More recently, Wingren et al. [98] proposed to
engineer ‘cassettes' of  packing motifs into the external
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�-strands of antibodies to create suitable crystal con-
tacts. However, neither of the approaches proposed to
date seems to be ubiquitously applicable to all classes of
proteins.

10. Protein crystallization by local reduction in surface
conformational entropy

Recently, we proposed yet another approach to crys-
tallization which involves mutational engineering of sur-
face patches designed to mediate crystal contacts [114].
Kwong et al. [63] argued that the probability of obtain-
ing a good quality crystal is dependent on the presence
of conformationally homogeneous patches on the sur-
face of the protein. We postulated that such patches can
be created if selected residues with high conformational
entropy are replaced with alanines. Such replacement
removes surface side chains that would otherwise be
immobilized at the crystal contact with thermodynami-
cally unfavorable loss of entropy. One should remember
that the �G of crystallization always contains a negative
component of the T�S term, due to the ordering of pro-
tein molecules in the lattice. An additional loss of
entropy due to the ordering of side chains at the crystal
contacts could render crystallization thermodynamically
impossible, unless there is a compensating release of
water molecules from the interacting surfaces [99,100].
Consequently, proteins containing a high proportion of
surface amino acids with large side chains may show
lower propensity to form crystals. We hypothesized that
the key residues impeding formation of crystal contacts
are lysines and glutamates [101,102].

Lysines are predominantly located on the surface,
with 68% exposed, 26% partly exposed, and only 6%
buried [103]. The high conformational entropy of sol-
vent-exposed lysines, »2 kcal/mol [104], is likely to
impair the formation of protein–protein contacts. Due
to the large size of the side chain, lysine accounts for 12–
15% of the solvent accessible surface in globular proteins
[105]. It occurs less frequently in protein–protein inter-
faces, than on the exposed surface. As shown by Conte et
al. [105], lysines constitute only 5.4% of interface surface
in oligomeric proteins, compared to 14.9% of the total
solvent accessible surface. In contrast, for arginine, in
spite of its equally high conformational entropy, the per-
centages are 9.9 and 8.4, while for leucine, they are 10.5
and 3.8%, respectively. Thus, protein–protein interac-
tions discriminate against lysines, and the same is likely
to apply to crystal contacts.

Glutamate (Glu) is another potential target: like
lysine, it occurs most frequently at the surface, with only
12% buried. The conformational entropy of Glu is esti-
mated to be between 1.55 and 1.75 kcal/mol, depending
on the secondary structure context [104]. Protein inter-
faces discriminate against Glu almost as much they do
against Lys. In a selection of oligomeric proteins, the
percentage of interface surface attributed to Glu was
4.1%, in contrast to 10.3% of the exposed surface [105].

To test the hypothesis, we studied the behavior of a
number of single and multiple Lys ! Ala and
Glu ! Ala mutants of the human protein RhoGDI
[101,102]. This cytosolic, highly soluble protein has a
large combined Lys/Glu content (»20%) and is diYcult
to crystallize in its wild-type form. The crystal structure
of its immunoglobulin domain obtained by proteolytic
cleavage was originally reWned using data extending to
2.5 Å from relatively poor quality crystals [106]. We
showed that most of the mutations replacing Lys and
Glu with Ala critically aVected the crystallization prop-
erties, yielding a signiWcantly higher rate of success than
wild-type protein. To obtain new crystal forms of the
protein, it was often necessary to mutate more than one
site, but in close proximity. This allowed for the use of
single primers for double and triple mutations. Further,
in most crystal structures of RhoGDI mutants, the crys-
tal contacts involved the mutated patches. Thus, a causal
relationship was observed between the type of surface
mutagenesis and the crystallization properties of the
protein. In addition, some of the novel crystal forms
were shown to diVract to much higher resolution than
the wild-type crystal. For example, the double mutant
E ! A/E ! A yielded high-quality crystals which
allowed for data collection to 1.2 Å resolution [102].

The approach has been used in our laboratory to
crystallize and solve the structures of several new pro-
teins. The RGSL domain of PDZRhoGEF was crystal-
lized using a triple mutant K183A/E185A/E186A, and
its structure was determined at 2.2 Å resolution
[107,108]. The LcrV antigen from Yersinia pestis was
also crystallized using a triple mutant, K40A/D41A/
K42A, in which, in addition to two lysines, an aspartate
separating them was also mutated; the structure was
solved and reWned at 2.2 Å resolution [115]. The YkoF
gene product from Bacillus subtilis was crystallized using
a double mutant K33A/K34A, and the structure was
solved and reWned at 1.6 Å resolution (unpublished
data). In this case, the reWned structure revealed that the
exposed main chain carbonyls within the mutated patch
created a calcium-binding site between two molecules in
the asymmetric unit, explaining the dependence of the
crystallization on Ca2+ ions. The YdeN gene product
was crystallized using a double mutant K88A/Q89A,
and the structure was solved and reWned at 1.8 Å resolu-
tion [116]. In this case, the lack of suitable K/E-rich
motifs prompted the mutagenesis of a glutamine adja-
cent to a lysine. Hurley and co-workers [109] used a dou-
ble mutant (K435A/K436A) of the CUE domain to
obtain crystals of a complex with ubiquitin. In all of
these cases, the mutated patches appear to play a critical
role in formation of crystal contacts. Although the data-
base is limited, two distinct mechanisms can be identiWed:
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(a) the mutated surface patch directly participates in
crystal contacts making direct H-bonds to symmetry
adjacent molecules; or (b) the patch makes no direct
contacts, but modeling of the wild-type sequence sug-
gests that the wild-type amino acids would have caused
steric clashes or electrostatic repulsion in the mutant's
crystal lattice.

11. Improving crystal quality by site-directed mutagenesis

It is quite typical of crystallographic investigations to
focus on the Wrst crystal form of reasonable quality
obtained from screens. For soluble proteins, the norm is
to use crystals diVracting to better than t3.0 Å. It is
uncommon to search for better diVracting crystals,
unless several crystal forms appear after the Wrst screen-
ing. If the only available crystals diVract poorly, an
investigator can pursue one of two possibilities: either
attempt to improve the diVraction quality of the existing
crystals or—if this fails—to make modiWcations to the
protein. The former can frequently be accomplished by
special treatment of crystals, such as thermal annealing
[110] or dehydration [111,112]. Modifying the protein is
very likely to change its physicochemical properties in a
way suYciently signiWcant to alter the crystallization
process and to warrant re-initiating the screens from
scratch. This has both drawbacks and beneWts: the draw-
back is that the investigator should no longer expect the
crystallization observed for the previous samples to be
reproducible. On the other hand, new crystal forms may
appear with superior diVraction qualities. The modiWca-
tions are essentially the same as those typically consid-
ered if a protein does not crystallize at all, e.g.,
truncations, changing the construct boundaries or sur-
face mutagenesis. As indicated above, the rational sur-
face mutagenesis strategy can yield crystals of superior
quality as compared to wild-type protein [102]. This can
be particularly important when an accurate structure of
a potential drug target is sought. Munshi et al. [113] used
this approach to improve the quality of the crystals of
the kinase domain of the insulin-like growth factor
receptor-1. In the latter case, a double mutant E1067A/
E1069A yielded crystals diVracting to 1.5 Å resolution, in
contrast to 2.7 Å resolution reported by the same group
for the wild-type crystals.

12. Conclusions

As the easily crystallizable proteins, also known as the
‘low-hanging fruit,' are eVectively harvested by Struc-
tural Genomics Centers and similar initiatives, the projects
facing crystallographers today are increasingly diYcult
at the stage of expression, puriWcation, and crystalliza-
tion. The use of eukaryotic cells and in vitro translation
systems may solve the former problems, but crystalliza-
tion diYculties will require separate and unique solu-
tions. Rational modiWcation of protein surface and the
use of scaVolds to achieve crystallization appear to
constitute a promising and exciting alternative to exten-
sive and unpredictable screens. As the number of suc-
cessful applications of these protocols increases, it will
become possible to optimize and make them generally
applicable.
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